
EDITORIAL

How Artificial Intelligence is changing scientific

publishing? Unrequested advices for young

researchers II

“I know I’ve made some very poor decisions recently, but

I can give you my complete assurance that my work will

be back to normal. I’ve still got the greatest enthusiasm

and confidence in the mission. And I want to help you”.

HAL 9000.

Stanley Kubrik, director: 2001: A space odissey.1968

There is an increasing submission rate of manuscripts sup-

ported by Artificial Intelligence (AI) tools. While most jour-

nals require the declaration of such use, especially young

researchers should be aware of potentials and limits of any

innovation in scientific research.

We therefore below report the following paragraphs (in

italics) including the answer to a question posed to ChatGPT

itself.
“Artificial intelligence, including models like ChatGPT,

has the potential to dramatically change scientific pub-

lishing in several ways:

1) Automated Literature Review: AI tools can efficiently

scan and summarize vast amounts of existing literature

on a given topic. This capability streamlines the process

of conducting literature reviews, enabling researchers

to stay abreast of the latest research findings more

effectively and saving time in the initial stages of

research.

2) Language Editing and Proofreading: AI-driven language

models can assist authors in improving the clarity, coher-

ence, and grammar of their manuscripts. They can pro-

vide real-time suggestions for sentence restructuring,

word choice, and grammatical corrections, thereby

enhancing the quality of scientific writing and reducing

the need for extensive manual editing.

3) Data Analysis and Interpretation: Algorithms can analyse

complex datasets more quickly and accurately than

humans, facilitating the interpretation of experimental

results and the generation of insights. This capability

can accelerate the publication process by expediting

data analysis and enabling researchers to draw conclu-

sions more efficiently.

4) Automated Peer Review: AI-powered systems could

potentially assist with the peer review process by auto-

matically evaluating quality and validity of manuscripts.

While fully automated peer review may not replace

human judgment entirely, AI tools can assist in identify-

ing potential reviewers, detecting plagiarism, and

assessing the technical soundness of manuscripts,

thereby expediting the peer review process.

5) Personalized Recommendations: AI algorithms can ana-

lyse researchers’ publication histories, interests, and

citation patterns to provide personalized recommenda-

tions for relevant journals, collaborators, and funding

opportunities. This personalized approach can help

researchers identify the most suitable publishing venues

for their work and enhance their visibility within their

respective fields.

6) Enhanced Accessibility and Translation: AI tools can facil-

itate the translation of scientific publications into multi-

ple languages, making research findings more accessible

to a global audience. Furthermore, AI-driven text-to-

speech technologies can enable visually impaired individ-

uals to access scientific literature more easily, promoting

inclusivity and widening the dissemination of knowl-

edge.

7) Content Generation: AI models like ChatGPT can gener-

ate scientific content, such as summaries, abstracts, and

even entire manuscripts, based on input from research-

ers. While human oversight and editing are essential to

ensure accuracy and coherence, AI-generated content

can serve as a valuable starting point for authors, partic-

ularly in fields with established frameworks and method-

ologies.

Overall, AI tools have the potential to streamline various

aspects of scientific publishing, from literature review and
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data analysis to language editing and peer review. By

leveraging AI-driven technologies, researchers, publishers,

and other stakeholders can enhance the efficiency, accessi-

bility, and quality of scientific communication, ultimately

advancing the pace and impact of research across disci-

plines“.

Now, having reported that, an analysis on the above sen-

tences returned by ChatGPT is presented. The AI free-to-use

chatbot was released on November 30, 2022 by OpenAI in

San Francisco, California. At the beginning of 2023 ChatGPT

had already been listed as an author on a bunch of research

papers.

Policies on the use of ChatGPT and other large language

models (LLMs) in the writing process have been announced

by academic publishers. By last October 2023, 87 out of 100

top scientific journals had provided instructions to authors

on the use of generative AI, which can create text, images

and other content.1 As generative AI is continuing to

improve, ethical issues have been posed, by considering the

current rules which govern publications of scientific

research.2,3

In a 2023 survey of more than 1600 scientists, almost 30 %

reported that they had used generative AI tools to help write

manuscripts, and about 15 % said they had used them to help

write grant applications.4 In addition to the ways mentioned

by ChatGPT itself on how these tools are changing scientific

publishing, LLMs can help scientists to write code and brain-

storm research ideas: more recently, LLMs from other com-

panies are boosting their performances.

The potential benefits perceived by the researchers are

represented by the ability to edit and translate writing for

researchers whose mother language is not English.1 In addi-

tion, generative AI would reduce language barriers in

research by 2030 and could take on repetitive tasks, such as

literature reviews.5

It is clear that such tools can help researchers to write

papers at a faster pace. But are there any drawbacks? And

what are they? LLMs can still make language mistakes. This

represents one of the reasons why researchers have to

acknowledge LLMs use in their publications. Moreover, there

is the risk of stumbling into the so called “AI hallucination”,

a phenomenon wherein a LLM perceives patterns or objects

that are nonexistent or imperceptible to human observers,

creating outputs that are nonsensical or altogether inaccu-

rate. These misinterpretations occur due to various factors,

including overfitting, training data bias/inaccuracy and high

model complexity.

The increase in number of scientific publications gener-

ated with the help of LLMs may have detrimental effects on

the peer review process, as there might not be enough peo-

ple available to continue to do free peer review. Further-

more, concerns have been raised about the use of AI in the

review process as submissions under review are privileged

communications. Communicating any component of a sub-

mitted manuscript to online services, including LLMs may

violate the confidentiality privilege, as these and similar

LLMs can incorporate all user interactions and materials into

their data stores.6 It should be noticed that the American

Association for the Advancement of Science forbids the use

of LLMs during the peer review procedure and Springer

Nature’s policy prohibits peer reviewers from uploading

manuscripts into generative-AI tools.7,8

Coming back to the “publish or perish” model, it can be

argued that a shift towards a prioritisation of quality over

quantity should be considered. However, the use of LLMs

should be documented in the methods or another section of

the manuscript. Recently several organizations have come out

with defensive statements requiring authors to acknowledge

the use of generative AI. Regardless of policies that will be pro-

posed, and changed periodically, the fundamental aspects of

originality and quality of the scientific publications still remain.

Authors must still take full responsibility for their work.

In other words, responsible use of every available

resource seems to be the answer together with a change in

the reward model in force so far towards high quality publi-

cations, thus leaving the quantity as absolute and determin-

ing factor of judgement of the track records and scientific

careers of researchers.

No scientific innovation is bad or good per se, however its

use may be, think of nuclear medicine vs nuclear war. As far

as the role of AI in publishing is concerned, young research-

ers should remember that a scientific journal is aimed to

(hopefully) spread science and not to support individual aca-

demic careers. Therefore, do not stop thinking with your

own mind and please always remember ethical and scientific

responsibility when using these tools in writing papers.3 Do

not waste time and energy fighting a posteriori with co-

authors (and with the chief editors) to be included as the

corresponding author of the manuscript.

PS: This editorial has not been supported by AI.
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